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Abstract: In this paper, we present several models for super-resolution and how 
the performance can be increased on the DIV2K dataset using voting techniques. 
Combining various models and voting techniques we show that some state-of-the-
art algorithms can be furtherly improved. At the same time, using voting or 
multiple experts’ decision, we achieve more robust systems, which have stable 
performance, high subjective evaluation and also encouraging users’ confidence. 
The results proved that the proposed method delivers accurately-enough results 
while ensuring strong reliability. 
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1. Introduction 

In the last decade, the field of Computer Vision has grown exponentially both in 
popularity and in high-performance models, offering a new way of approaching 
problems involving image processing. Such a problem is super-resolution, which 
requires the transformation of the images from a lower resolution to a higher 
resolution. Super-resolution has significant applications in game development, 
multimedia content creation, advertising, medical imaging, security image analysis, 
autonomous vehicles and many others. 

The super-resolution process involves transforming an image from a lower 
resolution to a higher resolution by supplementing it with information that must be 
approximated based on the lower quality image. Thus, Machine Learning 
algorithms are well fitted for this problem, making it possible to learn better 
approximations than the heuristic approaches. Deep learning techniques are a good 
choice since they can extract more complex and finer information in the learning 
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process when compared to shallow networks, which usually are able to extract only 
coarse or superficial information from images. Convolutional Neural Networks 
(CNN) and Generative Adversarial Network (GAN) are the two main model 
classes that are used to obtain excellent details for a given image. 

The main advantage of using Machine Learning for this task is the fact that such 
models do not require manually extracted features, CNNs and GANs being able to 
act as automatic feature extractors before they generate the results. This makes it 
possible for identifying filters and features that usually perform better than those 
extracted manually. Also, describing mathematically an object, an animal, a 
person, or how clear an image is to the human eye is very hard to do, which means 
that heuristic methods can only go so far, being dependent on the features extracted 
using human insights. But a CNN can extract such a description, which, if 
visualized by humans, might seem not related to the task. Despite this, CNNs can 
learn such descriptions during training. Sometimes, they even overcome human 
performance in some tasks. 

Some of the most popular methods approaching the super-resolution problem are: 

● ESRGAN: Enhanced Super-Resolution Generative Adversarial 
Networks [1] 

● Residual Dense Network for Image Super-Resolution [2] 
● Photo-Realistic Single Image Super-Resolution Using a Generative 

Adversarial Network [3] 
In this article, we propose a voting system based on these three methods in order to 
obtain an improved and robust super-resolution technique. 

2. Related work 

Initially, a heuristic solution for super-resolution was represented by bilinear 
interpolation algorithms [3], which allow the estimation of pixel values based on 
nearby pixels. Interpolation works using known data to estimate values at unknown 
points. In image interpolation, each pixel's intensity is estimated based on the 
values at the surrounding pixels. This operation is computationally intensive and 
the results are not the greatest. Also, bilinear interpolation introduces a blur effect 
that comes from the linear equations used for interpolation. 

Dong. [4] presents one of the earliest solutions based on Deep Learning to solve 
super-resolution. The proposed architecture is called SRCNN and learns to map 
images from a lower resolution to a higher resolution using an end-to-end learning 
system where all essential features are automatically discovered, between stages 
data entry and output stage. 

Later, a new series of approaches were presented using different architectures. The 
most significant are residual learning architectures [5], Laplacian pyramid structure 
[6], residual blocks [7], dense networks connected [8], and densely connected 
residual networks [9]. 
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Generative adversarial network (GAN) architectures are also used in super-
resolution. Unlike most networks, GANs use a pair of two networks to learn. This 
mechanism involves a generative network and a discriminative network, each 
having a crucial role in this architecture. The role of the generative network is to 
generate the best possible candidates to mislead the discriminative network into 
considering the candidate is real and not generated. The generative network is 
receiving feedback from the discriminative network. On the other hand, the 
discriminative network has the role of detecting candidates that were poorly 
generated, which aren’t indistinguishable from real candidates. The two networks 
use learning similar to agent learning, where each component reacts to the 
feedback received from the other component. 

GAN method can be successfully applied in the generation of photo-realistic 
images [10]. Also, in this sub-domain were introduced various mechanisms to 
improve the performance of GAN networks such as: using Wasserstein distances, 
regularizing the discriminative network through a technique called gradient 
clipping that limits the maximum value of the gradient. 

2.1 Problem motivation 

The interest in super-resolution research has grown with the expansion of online 
services and the internet. Even though camera resolution has increased 
significantly in recent years, super-resolution is a technique that can benefit from 
reducing the size of transferred data by sending a downscaled image and 
reconstructing it with a certain degree of accuracy to the recipient. 

Also, developing multimedia content for various resolutions is an expensive 
process and a possible solution is to develop at a minimum resolution and turn it 
into a higher resolution using deep learning techniques only when needed. 

Other applications include interpreting data from surveillance video cameras, 
which provide lower resolution to make it easier to store this data for later use. The 
size of files saved by a surveillance camera is directly proportional to the quality at 
which they are recorded. Because the storage solutions are generally limited, they 
record video content in 720p or smaller format, which does not focus on the details 
in the frame. 

Thus, the development of these types of solutions would bring a significant 
addition to the quality of the images generated at a lower resolution by using 
machine learning techniques. 

3. Proposed methods 

In this paper, we will focus on combining the results obtained using well-known 
algorithms from the super-resolution domain to achieve better results compared to 
using these algorithms individually. 

To combine the results obtained from the algorithms, we will use different voting 
techniques to determine the best result. The results of the voting algorithms will be 
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presented in the following sections, along with some insights and observations 
regarding the voting process. 

In the following subsections, we will present the three Deep Neural Networks used 
in our experiments. 

Residual Dense Network - RDN 

This architecture brings significant improvements compared to the previous 
versions, by introducing new components named Dense Residual Blocks. 

The architecture is presented in figure 1. It is composed of the following: 

● shallow feature extraction net (SFENet) 
● residual dense blocks (RDBs) 
● dense feature fusion (DFF) 
● up-sampling net (UPNet) 

 

Figure 1. The proposed architecture of Residual Dense Network in [2]. Image taken 
from [2] 

The first part (SFENet) is using convolution operations to extract shallow layer 
features (F-1, F0). These are afterward introduced in the residual dense blocks to 
generate another set of features. 

These blocks are presented in figure 2. They are made of convolution operations 
and the ReLU (rectified linear units) activation function. The general convolution 
blocks differ from the ones used in this paper due to the usage of dense links. A 
final feature is generated by using dense links with all the features generated by the 
convolution operations. Moreover, this final feature is used along with the input 
feature to generate a global feature at the block level. 

 

Figure 2. Residual Dense Block architecture. Image taken from [2] 
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Being composed of multiple residual dense blocks, each block generates a global 
feature, which is then used to generate a feature map. 

This feature map is generated by concatenating all the global features generated 
until that moment. Also, the upscale network uses as input both the previously 
generated feature map and the shallow layer features generated at the beginning of 
the process. 

In this paper, convolutions of size 3x3 are used to generate global and local 
features. Convolutions of size 1x1 are used to aggregate all the generated features. 

Super-Resolution Generative Adversarial Network - SRGAN 

The paper proposes a loss function called perceptual loss. It is made of two-loss 
functions: adversarial loss and content loss. Adversarial loss is used to differentiate 
between photo-realistic images and images created by the generative network. 

 

Figure 3. Generator Network. Image taken from [3] 

Also, the authors note that perceptual loss is an improvement over pixel similarity, 
thus allowing the network to generate textures similar to photo-realistic ones. 

The generator has a similar structure with the architecture presented in [2], both 
using residual blocks. The residual blocks described in this paper are more 
complex than the residual blocks from [2], and they are made of the following: 

● Convolution operation 
● Batch normalization 
● Parametric ReLU 
● Batch normalization 
● ElementWiseSum 

In contrast with the previous paper, the authors use two batch normalization 
operations, two convolutions, and an elementwise sum instead of concatenation to 
aggregate the features for each block. 

The generative network receives as image input a lower resolution image. It tries, 
using the feedback received from the discriminator, to improve the upscale process. 
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Figure 4. Discriminator Network. Image taken from [3] 

However, the discriminator structure is a classic one composed of convolution 
operations, batch normalization, and the parametric ReLU activation function. This 
network tries to determine whether the input image is received as a high-resolution 
image or generated using super-resolution. 

𝒍𝑺𝑹 = 𝒍𝑿
𝑺𝑹 + 𝟏𝟎ି𝟑𝒍𝑮𝒆𝒏

𝑺𝑹  (1) 

Where: 𝑙ௌோ is the perceptual loss, 𝑙௑
ௌோ the content loss, 10ିଷ𝑙ீ௘௡

ௌோ  the adversarial 
loss. 

The main contributions of this paper in the super-resolution domain are the 
introduction of a loss that is able to generate textures that are similar to photo-
realistic textures. 
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Enhanced Super-Resolution Generative Adversarial Network - ESRGAN 

The system presented in the [1] brings some significant improvements over 
SRGAN by using the concepts previously mentioned in the GAN framework. 

 

Figure 5. Basic architecture SRResNET. Image taken from [1] 

The authors keep the general structure of the generator but replace the residual 
blocks with a new type of residual blocks called RRDB. They keep the convolution 
operations and replace parametric ReLU with Leaky ReLU but add block-level 
residues using a Beta factor to scale these residues. 
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Significant changes have also been in the structure of the discriminative network. 
So far, a discriminative determined the probability that an image was real and 
natural, and the authors introduce a new type of relativistic discriminative that 
brings improvements for specific tasks. 

The relativistic discriminative is based on the following idea: instead of 
determining whether an image is natural or not, they decide whether an image is 
more natural than a fake one. This fake image is generated using the average of the 
values of the predicted fake images, thus introducing a comparative degree 
between real and fake images. 

 

Figure 6. Residual Block and Residual in Residual Dense Block. Image taken from 
[1] 

Another remark in the previous article is the order of use of the characteristics and 
activation. They argue that the brightness suffers when first using the activation 
followed by characteristic and propose the parameterization of the loss. 

𝐿ீ = 𝐿௣௘௥௖௘௣ + 𝜆𝐿ீ
ோ௔ + 𝜂𝐿ଵ (3) 

Voting algorithms 

The previous algorithms are used to generate the most realistic images that we 
further use for the voting algorithm to determine the best representation. 

The algorithms chose for voting are as follows: 

● Average Voting (pixel-wise) 
● Furthest away – the distances between the pixel values for each 

algorithm are calculated, and the one with the maximum distance is 
chosen 

● Noise estimation – the image is transformed into BW, and it is 
estimated how much noise is in the image, the image with the least 
noise is chosen (patch-wise) 
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4. Experiments 

Dataset 

DIV2K [11] is the most widely used data set to evaluate the performances of super-
resolution algorithms. It contains 800 high-resolution images for the training stage, 
100 high-resolution images for validation, and 100 high-resolution images for the 
test stage. 

For each high-resolution image, it also offers a variant whose quality has been 
reduced using one of the following procedures: 

● Bicubic interpolation 
● Unknown operator – the procedures that generated the low-quality 

image are kept hidden in order to avoid finding a method that has 
results only for bicubic interpolation 

In this dataset, there are also three scaling versions (x2, x3, x4) that determine the 
final size of the picture with reduced image quality. 

For the experiments in the article, we used the x4 scaling and the unknown 
operations to measure the performance of the voting algorithm. 

 

Evaluation methods 

To evaluate the quality of images, we use the most common metric in specialized 
publications, and we compare it with the results obtained by the individual running 
of the Deep Learning algorithms. 

We can measure the success of a network by finding out how well it reduces the 
mean squared error (MSE) between the output pixels and the original version. 

The best result is an MSE of 0, which means that the original high-resolution 
image and the high-resolution version generated by the network are identical. 

𝑀𝑆𝐸 =
1

𝑁
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෢ ൯
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 (4) 

𝑃𝑆𝑁𝑅 = 10 ∗ 𝑙𝑜𝑔ଵ଴ ቆ
𝐿ଶ

𝑀𝑆𝐸
ቇ  (5) 

 

The purpose of the PSNR equation is to calculate the compensation between the 
MSE and the maximum value of the pixels. A higher PSNR represents high quality 
generated images. It is worth noting that PSNR is not a completely objective metric 
since PSNR-oriented approaches tend to output images overly smoothed, lacking 
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enough high-frequency details. Despite this, it is still a useful metric, which can 
measure how well an image is being upscaled. 

5. Results 

In Table 1 we present the PSNR values obtained for the three individual methods 
and then the values obtained by using the proposed voting strategies. We can 
observe that the average voting system performs worse than the individual 
methods. The same is true for the furthest away strategy. But the noise estimation 
strategy is performing better than RDN and SRGAN, although still is lacking in 
comparison to ESRGAN. Despite this, this strategy offered lower fluctuation in 
performance, making the system to be more robust. Thus, it is worthwhile taking 
into consideration a voting system when approaching super-resolution, which is 
harder to objectively describe than other Computer Vision problems. 

Algorithm PSNR 
RDN 19.17 
SRGAN 19.36 
ESRGAN 19.85 
Average Voting 18.98 
Furthest away 19.09 
Noise estimation 19.37 

Table 1. The PSNR values obtained by using the three individual methods and the 
three proposed voting systems. 

A snapshot of some visual results is presented in Figure 7. 

   

High Resolution RDN SRGAN ESRGAN 

   
Average Furthest Away Noise estimation 

Figure 7. The original high-resolution image and the upscaled images obtained by 
using the three individual methods and the three proposed voting systems. 
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6. Conclusion 

In this article, we tested various deep learning models that solve the problem of 
super-resolution and we used voting algorithms to improve their performance. 
Since many models used for super-resolution achieve high PSNR, but they 
generated images still lacking for the human eye, we can conclude that this 
problem has a visual perception component, represented by the subjective 
evaluation of human observers. Since a perfect recreation of the downscaled image 
is unlikely, it is necessary to take into consideration the human perspective of the 
results, since for practical purposes, it is useless for an image to have high PSNR 
and low subjective quality (as determined by human observers). Thus, results 
should always be correlated with human observations. 

In the near future, the current super-resolution approach will be integrated 
alongside other voting-based approaches [12-14] in a fully-unsupervised 
processing pipeline destined for analysis and processing of image documents. 
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